U-model Based Adaptive Internal Model Control of Unknown MIMO Nonlinear Systems: A Case study on 2-Link Robotic Arm
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Abstract: In this paper, we propose a more generalized controller design methodology for a class of nonlinear plants. This design procedure is based on MIMO U-model structure. The U-model significantly simplifies the online synthesis of the control law. The proposed technique is applied for the internal model control of a 2-link robot manipulator. The performance of the proposed U-model based internal model controller is compared to standard PID controller under different conditions.
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1. INTRODUCTION
The increasingly complex dynamical systems with significant uncertainty have limited the use of linear model based controllers. Consequently, a very large variety of control techniques have been developed based on a non-linear model of the system. Internal model control (IMC) is an advanced model based control arithmetic and has gained increasingly more attention since it has been proposed in [1] and [2]. IMC provides a simple yet effective framework for the analysis and synthesis of control system performance, especially its robustness properties. Additionally, it is easy to design and regulate on-line, and capable to eliminate unmeasured disturbance. Although IMC is used in linear processes successfully, it is difficult to obtain satisfactory control performance when IMC is directly introduced in nonlinear process. The nonlinear version of the IMC was presented in [3]. During recent years, researchers have adverted their eyes to nonlinear modelling technique, intelligent methods such as neural networks [4] and fuzzy logic [5] are adopted in nonlinear IMC design. An adaptive IMC scheme based on adaptive finite impulse response filters is presented in [6]. A neural network based multi-model IMC structure is presented in [7] for the adaptive tracking of plants with strong nonlinear characteristics. In most of these methods the plant model is a highly nonlinear complex system, that further complicates the design of the inverse i.e., the synthesis of the control law using the model is very difficult.

In [8] and [9], U-model is used for the internal model control of SISO unknown nonlinear dynamic plants and in [10] for MIMO bilinear systems. The U-model proposed by [13] is a control oriented model that not only has the nonlinear approximation capability but also simplifies the synthesis of the control law. The U-model has a more general appeal as compared to the polynomial NARMAX model [14] and the Hammerstein model. The U-model exhibits a polynomial structure in the current control action $U(t-1)$ and due to its polynomial structure, the control design is simply the solution of the polynomial equation, unlike other models which lead to complex non-linear algebraic equations. A simplified U-model has been used for MIMO bilinear systems in [10] and U-model based learning feedforward control for MIMO nonlinear systems is presented in [11].

We propose an IMC scheme for the unknown MIMO nonlinear plants using radial basis function neural networks (RBFNN) based MIMO U-model and Newton-Raphson based controller. The plant is identified online using the U-model and the inverse of the model is established using the U-model methodology.

This paper is organized as follows. The problem is stated in section 2. The U-model structure is briefed in section 3 along with the necessary background. Section 4 presents
the proposed MIMO U-model scheme and the Newton-Raphson based controller. The real-time experiment details and the results are presented in section 5.

1.1 Problem Statement

In this research, the problem of tracking an input reference signal for MIMO nonlinear dynamic plants is considered. The NARMAX representation of the MIMO nonlinear plants is [12],

\[ Y(t) = F(Y(t - 1), \ldots, Y(t - n), U(t - 1), \ldots, U(t - n), E(t - 1), \ldots, E(t - n)) \]

where \( Y(t) \) and \( U(t) \) are the output and input signals of the plant respectively at a discrete time instant \( t \) is the order of the plant, \( E \) the plant respectively at a discrete time instant \( t \) is the control input. \( F(\cdot) \) is a non-linear function of the inputs, outputs and errors. The objective is to synthesize the control input \( U(t) \) such that \( Y(t) \) tracks the desired input reference signal \( R(t) \), while the plant parameters are unknown or time varying.

2. THE U-MODEL STRUCTURE

The SISO U-model used for internal model control of a SISO plant in [8] and [9], based on the basic U-model developed by Zhu et.al [13], models a plant of NARMAX representation given by,

\[
g(t) = f(y(t - 1), \ldots, y(t - n), u(t - 1), \ldots, u(t - n), e(t - 1), \ldots, e(t - n))
\]

The U-model is obtained by expanding the non-linear function of the above equation as a polynomial with respect to \( u(t - 1) \) as follows:

\[
y_m(t) = \sum_{j=0}^{M} \alpha_j(t) u^j(t - 1) + e(t),
\]

where \( M \) is the degree of model input \( u(t - 1) \), \( \alpha_j \) is a function of past inputs and outputs \( u(t - 2), \ldots, u(t - n), y(t - 1), \ldots, y(t - n) \) and errors \( e(t), \ldots, e(t - n) \). The sampled data representation of many non-linear continuous time systems may also be represented by the above form.

Now the design of the control law transforms to a root solving problem that finds a control input \( u(t - 1) \), such that the controller-plant cascade produces a unity transfer function.

The control law presented in [9] using the Newton-Raphson method is given by,

\[
u_{i+1}(t - 1) = u_i(t - 1) - \frac{\sum_{j=0}^{M} \alpha_j(t) u_j^i(t - 1) - E(t)}{d \sum_{j=0}^{M} \alpha_j(t) u_j^i(t - 1) / du_i(t - 1)}
\]

3. THE MIMO U-MODEL AND THE NEWTON-RAPHSON BASED CONTROLLER

The proposed U-model based IMC for multivariable nonlinear system is shown in Fig. 1. The model structure is given by,

\[
Y_m(t) = A_0 + A_1 U(t - 1) + A_2 U(t - 1) + \ldots,
\]

or

\[
Y_m(t) = \sum_{j=0}^{M} A_j \hat{U}(t - j) = F(U(t - 1)).
\]

The model output \( Y_m(t) \) is a function of the current control signal \( U(t - 1) \), where \( U(t - 1) \) and \( Y_m(t) \) are the input and output vectors. \( \hat{U} \) is the vector with \( j^{th} \) power of the control inputs \( u_i(t - 1) \) as,

\[
\hat{U}(t - 1) = [u_1^j(t - 1) \quad u_2^j(t - 1) \ldots \quad u_p^j(t - 1)]^T.
\]

The matrices \( A_j \) are matrices instead of simple scalars. The problem in the proposed adaptive control structure is solved by first estimating the model in terms of the parameters \( A_j \) to obtain the MIMO U-model, and then establishing the controller i.e. the inverse using the Newton-Raphson.

To obtain a controller that acts as an inverse of the plant, it is required that the input to the controller \( E(t) \) to be set equal to the model output \( Y_m(t) \) [11]. In this way, the output of the controller \( U(t - 1) \), which when fed to the plant and the plant model, generates \( Y(t) \) and \( Y_m(t) \). Therefore, setting

\[
E(t) = Y_m(t)
\]

Eq. 8 is system of multivariable nonlinear equations. This system of equations can be solved by any recursive nonlinear equations solver, such as the Newton-Raphson method [15]. Starting from an initial approximate solution, for instance \( U_k(t - 1) \), a better solution \( U_{k+1}(t - 1) \) is sought with the correction vector \( H = [h_1 \ldots h_n] \) such that,

\[
U_{k+1}(t - 1) = U_k(t - 1) + H,
\]

and

\[
F(U_{k+1}(t - 1)) = F(U_k(t - 1) + H) = E(t)
\]

is satisfied.

Now having the Taylor series expansion of \( F(U_k(t - 1) + H) \) with only the linear terms,

\[
F(U_k(t - 1) + H) \approx F(U_k(t - 1)) + F'(U_k(t - 1)) H.
\]

The term \( F'(U_k(t - 1)) \) is the \( p \times p \) Jacobian matrix with elements \( \partial f_j / \partial u_k \).
Using Eq. 10 in Eq. 11, the value of the correction vector \( H \) can be obtained as,

\[
H = F^\prime(U_k(t-1))^{-1}(E(t) - F(U_k(t-1)))
\]  

(12)

Hence, the Newton-Raphson solution for the controller will be,

\[
U_{k+1}(t-1) = U_k(t) - \frac{1}{F^\prime(U_k(t-1))} (E(t) - F(U_k(t-1)))
\]  

(13)

Remarks: The Newton-Raphson solution is conditioned with the existence of the inverse of the Jacobian in Eq. 13. It is possible during the update process to have a singular Jacobian matrix. This situation can be avoided using one of the following techniques:

1. Employing Pseudoinverse,
2. or using the inverse of Jacobian matrix from the previous instant,
3. or adding a small number to the Jacobian matrix to avoid singularity.

The term \( A_0 \) is modelled using a MIMO RBFNN as,

\[
A_0 = W\Phi.
\]  

(14)

The reason for incorporating the RBFNN is to assist the nonlinear modelling. A particular class of nonlinearities e.g. backlash, saturation and deadzone etc can be modelled using neural networks. These nonlinearities may or may not be present in cascade with the actual nonlinear system, particularly in actuators.

### 3.1 Radial Basis Functions Neural Networks

RBFNN is a type of feedforward neural network. They are used in a wide variety of contexts such as function approximation, pattern recognition and time series prediction. Networks of this type have the universal approximation, pattern recognition and time series prediction. Networks of this type have the universal approximation property [16]. In these networks the learning involves only one layer with lesser computations. These features make RBFNN attractive in many practical problems. An M input P output RBFNN is shown in Fig. 2. The RBFNN consists of an input node \( u(t) \), a hidden layer with \( n_o \) neurons and an output node \( y(t) \). For MIMO systems, the input and output are vectors as \( U(t) = [u_1(t) \ldots u_M(t)] \) and \( Y(t) = [y_1(t) \ldots y_P(t)] \). Each of the input node is connected to all the nodes or neurons in the hidden layer through unity weights (direct connection). While each of the hidden layer nodes is connected to the output node through some weights, e.g. the \( i_{th} \) output node is connected with all the hidden layer nodes by \( W_i = [w_{i1}, \ldots w_{in_o}] \). Each neuron finds the distance, normally applying Euclidean norm, between the input and its center and passes the resulting scalar through a nonlinearity. So the output of the \( i_{th} \) hidden neuron is given by \( \phi_i(||U(t) - c_i||) \), where \( c_i \) is the center of \( i_{th} \) hidden layer node, \( i = 1, 2, \ldots, n_o \), and \( \phi_i(\cdot) \) is the nonlinear basis function. Normally this function is taken as a Gaussian function of width \( \beta \). The output \( y_j(t) \) is a weighted sum of the outputs of the hidden layer, given by

\[
y_j(t) = W_j\Phi(t),
\]  

where the \( j_{th} \) output has the effect of all the \( M \) inputs and \( w_{ij} \) is the weight connecting the \( j_{th} \) neuron to the \( i_{th} \) output. Defining \( W = [W_1 \ldots W_p]^T \), the MIMO RBFNN is expressed in matrix notation neatly as,

\[
Y(t) = W\Phi(t).
\]  

(15)

The weights of the RBFNN and the rest of the parameters \( A_j \) are estimated online, and updated using the LMS principle. The weight update equations for the weights \( W \) and the \( A_j \) are

\[
W(k+1) = W(k) + \alpha \text{Err}(t)\Phi^T,
\]  

(16)

\[
A_j(k+1) = A_j(k) + \alpha \text{Err}(t)U(t-1)^T.
\]  

(17)

where the plant model mismatch \( \text{Err}(t) \) is,

\[
\text{Err}(t) = Y(t) - Y_m(t).
\]  

(18)

\( k \) is the iteration index and \( \alpha \) is the LMS learning rate.

### 3.2 Algorithm Summary

The proposed algorithm can be implemented as follows:

- generate plant output \( Y(k) \) and compute model output \( Y_m(k) \) using Eq. 5,
- calculate mismatch \( \text{Err}(k) \),
- update the weights \( W \) and \( A_j \) using Eq. 16 and Eq. 17,
- generate control move \( U_{k-1} \) using the updated values of \( W \) and \( A_j \) in Eq. 13,
- go back to first step.

### 3.3 Stability

In IMC structure the closed-loop remains stable, if both the plant and controller are stable [2]. In adaptive IMC structure, closed-loop stability is assured if the parameter
estimation law, the controller and the plant all are stable [17].

In the U-model based adaptive IMC structure the controller has two parts, a) the estimated U-model and b) inverse of U-model. To ensure the stability of the controller, it is necessary to show that the estimated U-model converge to the true stable (or stabilized) plant.

The convergence of the U-model relies on the selection of a suitable learning rate that guarantees robust and faster convergence speeds in the presence of noise and load variations. Therefore, the adaptation of the parameters of (SISO) U-model is associated with lossless mapping in a feedback structure shown in Fig. 3.

\[ \frac{\mu(t)}{\eta(t)} < \eta(t) \sum_{j=1}^{M} j \alpha_j(\tau) u^{j-1}(t-1), \]

where, \( \eta(t) \) is reciprocal of the squared norm of the U-model input vector \([1 \ u(t-1) \ u^2(t-1) \ldots \ u^M(t-1)]\).

\( \hat{A}(t) \) is the parameter error matrix at instant \( t \).

4. REAL-TIME IMPLEMENTATION

The proposed MIMO RBFNN based U-Model IMC scheme is tested on an experimental setup, developed for the verification of different algorithms.

2-Degree of Freedom Robot Manipulator

To test and verify the behavior and robustness of the proposed algorithm, we have developed a 2-degree of freedom robot manipulator shown in Fig. 4.

For the 2 link robot having lengths \( L_1 \) and \( L_2 \), the inverse kinematics problem is defined as, given the desired \( x_d \) and \( y_d \) coordinate of the end effector, find the angles for the primary and secondary links. This can be achieved by the following equations.

Defining \( B \) as the distance of the end effector from the origin of the base frame.

\[ B = \sqrt{x^2 + y^2} \]
The angles $\theta_1$ and $\theta_2$ are calculated by,

$$\theta_1 = \text{Atan2}(y_d/x_d) + \cos^{-1}[(L_1^2 - L_2^2 + B^2)/2L_1B],$$

$$\theta_2 = \cos^{-1}[(L_1^2 + L_2^2 - B^2)/2L_1L_2].$$

(21)

(22)

The function Atan2(Y/X) finds the proper quadrant for the angle (There could be more than one solution to even a single link as the inverse of cosine generates ± angles, so it is necessary to find the correct quadrant).

The position of the end effector is calculated using the forward kinematics of the 2 link robot. Given the angles $\theta_1$ and $\theta_2$, the end effector coordinates $x_{eff}$ and $y_{eff}$ are,

$$x_{eff} = L_1 \cos(\theta_1) + L_2 \cos(\theta_1 + \theta_2),$$

$$y_{eff} = L_1 \sin(\theta_1) + L_2 \sin(\theta_1 + \theta_2).$$

(23)

(24)

The real-time code is built in SIMULINK on Intel Pentium III 933MHz Computer with 256MB RAM. The interfacing is done using the Advantech PCI-1711 I/O card.

The reference signal is set to be a uniformly distributed random signal with a step time of 4 seconds. Using a tuned standard PID controller at no load; the tracking behavior is shown in Fig. 6. The figure shows an acceptable steady-state tracking even though there are high overshoots at the transition and occasional mismatch in the tracking.

The proposed U-model based adaptive tracking scheme is applied to the 2 link robot using a 3rd order U-model and a 2 input 2 output RBFNN with 2 neurons for the $A_o$. The width of the Gaussian basis functions is kept as 1 to cover a large input range. The weights of the RBFNN and the matrix parameters $A_j$ are updated using the LMS principle with a learning rate of 0.05. The tracking is shown in Fig. 7. Fine tracking performance can be observed with no overshoot and mistracking as compared to the standard PID controller.

Using the same setup, with a varying load, the performance of the standard PID controller tuned at no load is shown in Fig. 8 and it is obvious that the PID controller tuned at no load was not able to track the reference signal. When the proposed scheme was applied to the varying load setup, very similar tracking results were observed as depicted in Fig. 9. This shows the robustness of the adaptive scheme that is able to perform even with load variation.

5. CONCLUSION

A new technique is introduced for the internal model control of unknown MIMO nonlinear systems. MIMO U-model is proposed in the control scheme for the online identification of the unknown MIMO plant. The controller is developed based on the U-model methodology using the Newton-Raphson method. The proposed technique adequately simplifies the synthesis of control law that is directly derived from the model. The proposed scheme is tested on a case study of a 2 link robot manipulator and is compared with the standard PID controller. The experimental results show that the proposed scheme simply outperformed the standard PID controller under no load and varying load conditions.
Tracking using MIMO U−model IMC scheme with varying load

Fig. 9. Tracking with variable load using the proposed U-model scheme
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