The implementation of simulated annealing combining gradient search in system identification
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Abstract: A two-stage algorithm is proposed for system identification using a maximum likelihood criterion. The first stage is a modified simulated annealing algorithm that ensures the solution avoids local minima; the algorithm is tailored for the parameter identification problem. The second stage is a standard gradient descent algorithm that ensures fast and accurate convergence to the optimum. Simulation results are presented for both linear and nonlinear system identification. The performance is compared with a breeder genetic algorithm in both cases.
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1. INTRODUCTION

N.B. Our main interests in this paper will be on time-invariant single input and single output dynamic system.

Many methods have been proposed in the field of system identification in last fifty years. Among them, maximum likelihood estimate might be one of the most popular techniques applied in practice. The basic theory of maximum likelihood estimate is summarized as: The information of the probability density functions $P(Y|\theta)$ of a series of random variables $Y = \{y_1 ... y_n\}$ on the basis of the parameter estimate vector $\hat{\theta}$ is available. When $Y$ is particularly known, the likelihood function is $L(\hat{\theta}) = P(Y|\hat{\theta})$. We regard $\hat{\theta}$ as the best estimate for true system dynamics $\theta_0$ if $L$ is maximized at $\hat{\theta}$ under some mild assumptions[2].

We pick up a general family of model structure in [3] for demonstration

$$A(q)y(t) = \frac{B(q)}{F(q)}u(t) + \frac{C(q)}{D(q)}e(t) \quad (1)$$

where $y(t)$ $u(t)$ and $e(t)$ denote output, input signal and white noise. In estimation, the prediction error

$$\epsilon(t, \hat{\theta}) = y(t) - \hat{y}(t|\hat{\theta}) \quad (2)$$

also can be expressed as

$$\epsilon(t, \hat{\theta}) = \frac{\hat{D}(q)}{C(q)}(\hat{A}(q)y(t) - \frac{\hat{B}(q)}{F(q)}u(t)) \quad (3)$$

For convenience, we introduce the auxiliary variables

$$w(t) = \frac{\hat{B}(q)}{F(q)}u(t) \quad (4a)$$

$$v(t) = \frac{\hat{C}(q)}{D(q)}e(t) \quad (4b)$$

where

$$\hat{A}(q) = 1 + \hat{a}_1q^{-1} + ... + \hat{a}_nq^{-n_a} \quad (5a)$$

$$\hat{B}(q) = \hat{b}_1q^{-1} + ... + \hat{b}_nq^{-n_b} \quad (5b)$$

$$\hat{C}(q) = 1 + \hat{c}_1q^{-1} + ... + \hat{c}_nq^{-n_c} \quad (5c)$$

$$\hat{D}(q) = 1 + \hat{d}_1q^{-1} + ... + \hat{d}_nq^{-n_d} \quad (5d)$$

$$\hat{F}(q) = 1 + \hat{f}_1q^{-1} + ... + \hat{f}_nq^{-n_f} \quad (5e)$$

Here $q$ is the forward shift operator with the superscript * denoting the estimate efficient. Figure 1 illustrates the general structure of identification. Transforming (2) to its vectorial expression in terms of the coefficients for the system filters in (5), we get

$$\epsilon(t, \hat{\theta}) = y(t) - \varphi^T(t, \hat{\theta})\hat{\theta} \quad (6)$$

and

$$\hat{y}(t|\hat{\theta}) = \varphi^T(t, \hat{\theta})\hat{\theta} \quad (7)$$

where $\varphi^T(t, \hat{\theta}) = [-y(t-1) ... -y(t-n_y) u(t-1) ... u(t-n_u) \epsilon(t-1, \hat{\theta}) ... \epsilon(t-n_e, \hat{\theta}) - v(t-1, \hat{\theta}) ... -v(t-n_v, \hat{\theta}) - \omega(t-1, \hat{\theta}) ... -\omega(t-n_o, \hat{\theta})]$ while $\hat{\theta} = [\hat{a}_1 ... \hat{a}_n a_1 b_1 ... b_n \hat{c}_1 ... \hat{c}_n d_1 ... d_n f_1 ... f_n]^T$.

We treat $Y = [y(1) ... y(t-1) u(1) ... u(t)]$ as a given set of data. Then the likelihood function turns to be
Fig. 1. General Identification Model

\[ L(\hat{\theta}) = \prod_{t=1}^{N} P(y(t) | y(1); \ldots; y(t-1); \hat{\theta}) \]

where \( f(\epsilon(t, \hat{\theta}, \hat{\theta})) \) is the probability density function of \( \epsilon(t) \) assumed to be independent and normally distributed. Furthermore the maximization of (8) could alternatively be achieved by minimizing its simplified negative log-form

\[ l(\hat{\theta}) = \text{constant} + \frac{1}{2N} \sum_{t=1}^{N} \epsilon^2(t) \]

Based on the knowledge above, estimation problem has been converted into optimization of the loss function

\[ V_N(\hat{\theta}) = \frac{1}{2N} \sum_{t=1}^{N} \epsilon^2(t) \]

Common gradient-based methods\[^{[4][5]}\] utilizing \( \frac{\partial V_N(\hat{\theta})}{\partial \hat{\theta}} \) work effectively well on optimizing some model cases. However, for other models, local minimum points of the loss function may exist. A following survey for the non-existence of local convergence suggests

(1). The landscape of ARMA models \((B(q) = D(q) = F(q) = 1)\) is convex\[^{[6]}\].

(2). There will be no local minimum point for ARX models \((C(q) = D(q) = F(q) = 1)\)\[^{[2]}\].

(3). There will also be no local minimum point for ARARX models \((C(q) = F(q) = 1)\) model provided a large enough signal-noise-ratio (SNR)\[^{[7]}\].

(4). For OE models \((A(q) = C(q) = D(q) = 1)\), the landscape is convex when the input signal \( u(t) \) is white noise\[^{[7]}\].

(5). For BJ models \((A(q) = 1)\), if \( F(q) \) can be written as \( 1 + f_1 q^{-1} \), there will be no local minimum point\[^{[7]}\].

When the conditions above are not satisfied, gradient search could be possibly stuck at the basin of those stationary points. In this case we will be misled by wrong description of the system.

To tackle this dilemma, a few so-called “direct search” (gradient free) techniques are broadly examined in recent years, such as genetic algorithm\[^{[8][9]}\] and Tabu algorithm\[^{[10]}\]. However compared to the above algorithms, simulated annealing always plays an auxiliary role\[^{[11][12]}\] rather than the “backbone” as it is in other areas\[^{[13]}\]. After scrupulous scrutiny, we discover as a powerful optimization technique, simulated annealing can be brought in system identification. In this paper, we will present a novel independent implementation of simulated annealing followed by iterative gradient search to secure the final estimate accuracy in system identification.

2. THE SCHEME OF SIMULATED ANNEALING WITH GRADIENT SEARCH IN SYSTEM IDENTIFICATION

The term “SIMULATED ANNEALING” appeared in \[^{[14]}\]. However its basic idea was already included in Metropolis-Hastings algorithm\[^{[15]}\] dating back to 1953. The mechanism of simulated annealing is to decide whether to replace the current solution with the trial solution selected randomly in the nearby neighborhood after each iteration decided by the difference between the cost function, i.e., the loss function in the scope of system identification, values of two solutions and annealing temperature \( T \). This decreases gradually in the annealing period. At the start when \( T_0 \) is moderately large, there is a very high probability that some “uphill” movements will be accepted. Once \( T \) asymptotically approaches zero, only “downhill” replacement will occur. In short, simulated annealing algorithm is like a rolling ball over a mountainous landscape as its energy continuously reduces on the way.

Fig. 2. General Simulated Annealing in 2—D landscape\[^{[16]}\]
Before directly bringing in normal simulated annealing to system identification, we have to ensure the stability of the criterion $V_N(\hat{\theta})$, i.e., to maintain the roots of estimation filters polynomials $\hat{C}(q)\hat{D}(q)$ and $\hat{F}(q)$ in the unit circle (see (1) and (3)). A so-called “Threshold Acceptance Rule”[17] typically designed which is characterized by

$$P_{acc} = \begin{cases} 1 & \text{if } \Delta V \leq T \\ 0 & \text{if } \Delta V > T \end{cases}$$

is eligible for this goal. To show this, first let us define $\hat{\theta}_{\text{now}}$ and $\hat{\theta}_{\text{trial}}$ as a stable current and its neighboring trial filter vector individually. In (6), the forms of filters are transformed from polynomials (see (5)) into the column vector $\hat{\theta}$. Thus a tight stability control over the update of $\hat{\theta}$ especially on the vectorial bit $[\hat{c}_1 \ldots \hat{c}_n, \hat{d}_1 \ldots \hat{d}_n, \hat{f}_1 \ldots \hat{f}_n]$ should be enforced. Since the stability of filters is judged by whether $V_N(\hat{\theta}_{\text{trial}})$ is bounded or not, the job could be done by comparing the difference improvement $\Delta V$ between $V_N(\hat{\theta}_{\text{trial}})$ and $V_N(\hat{\theta}_{\text{now}})$ with the annealing temperature $T$. As it is seen in (11), if $\Delta V$ is less than $T$ in which case it means $\hat{\theta}_{\text{trial}}$ is stable, the update will be granted. All the potential updates leading to unstable results will be discarded in the probability of 1. Meanwhile the current $\hat{\theta}_{\text{now}}$ is retained until the next stable neighboring candidate is found or simulated annealing ceases. Generally, provided certain large temperature “$T$” and infinite iterative times, the algorithm will guarantee the final convergence to the global minimum point (true system values). In summary, we suggest the following steps for the algorithm:

**Stage 1: Select initial values** Algorithms normally should be assigned initial values to start off operation. In this particular case, we choose the parameter vector $\theta$ and the primitive cooling temperature $T_o$, etc.

**Stage 2: Choose cooling scheme** To speed up the computation, we choose fast annealing technique [18]:

$$T = \frac{T_o}{1+k}$$

where $k$ indicates the iteration time.

**Stage 3: Calculate trial solution in neighborhood** In this step, a trial solution is picked up randomly in the nearby neighborhood of $\theta$. A scalar constant is set to adjust the step size of the change between $\theta_{\text{trial}}$ and $\theta$. Using MATLAB language, the numerical relationship is described as below:

$$\theta_{\text{trial}} = \theta_{\text{now}} + \lambda \times \text{randn}(\text{dim}(\theta_{\text{now}}),1)$$

where $\text{dim}(\cdot)$ denotes the dimension of vector $\theta_{\text{now}}$. Empirically, we let $\lambda$ equal to 0.1 here.

**Stage 4: Replacement Judgement** Based on $\theta_{\text{trial}}$ and $\theta_{\text{now}}$, we compare $\Delta V$ between $V_N(\hat{\theta}_{\text{trial}})$ and $V_N(\hat{\theta}_{\text{now}})$ with $T$. The replacement $\theta_{\text{now}} = \theta_{\text{trial}}$ will be approved if and only if $\Delta V \leq T$ holds. Otherwise the same $\theta$ will be taken into next iteration.

**Stage 5: Ending Rule of Simulated Annealing** Terminate the simulated annealing if the stopping criterion below is meet or a maximum iteration time is reached. Otherwise go back to Stage 2 to continue the programme. The stop criterion is

$$\frac{|V_N(\hat{\theta}) - V_N(\hat{\theta}_{n-1})|}{V_N(\hat{\theta})} < \varepsilon$$

where $V_N(\hat{\theta}_1)$ and $V_N(\hat{\theta}_{n-1})$ both are the loss function values on different iteration times between which $V_N(\hat{\theta})$ is behind $V_N(\hat{\theta}_{n-1}) n$ times. And $\varepsilon$ is a very small positive constant. Both $n$ and $\varepsilon$ are previously defined.

**Stage 6: Iterative Gradient Search** Our algorithm is further extended by normal iterative gradient search [3]. The iterations are stopped when the expected improvement of loss function value measured in percent at next iteration is less than the tolerance which is set to be $\varepsilon$ beforehand.

### 3. LINEAR SYSTEM IDENTIFICATION

To show the advantage of simulated annealing, it will be compared with a breeder genetic algorithm [1] as a benchmark in the scope of both linear and nonlinear system identification illustrated by individual example. In addition, if the landscape is smooth, it is appropriate to terminate both algorithms with gradient search.

In linear identification only, we provide system order and time delay already available, and employ simulated annealing with gradient search method as compared with genetic algorithm in identification. The first linear case in the open loop is governed by an $OE(A(q) = C(q) = D(q) = 1)$ model where

$$B_o(q) = q^{-1}$$

$$F_o(q) = 1 - 1.4q^{-1} + 0.4q^{-2}$$

$$u(t) = (1 - 0.98q^{-2} + 0.2401q^{-4})v(t)$$

are given. Here $v(t)$ and $e(t)$ are both white noise with $q$ the forward shift operator. It is argued by [7] that the loss function $V_N(\theta)$ for (14) has one local minimum point whose polynomials are

$$\hat{B}(q) = -0.23q^{-1}$$

$$\hat{F}(q) = 1 + 1.367q^{-1} + 0.513q^{-2}$$

Hence we could assign the initial vector $\hat{\theta}_{ini} = [b_1 \ldots b_{n_u} \ f_1 \ldots f_{n_f}]^T = [-0.23 1.367 0.513]^T$.

The trace of loss function on logarithmic scale $V_N(\hat{\theta})$ for simulated annealing over 4676 times is given in Fig 3. Meanwhile, in terms of genetic algorithm, Fig 4 shows the smallest loss function value in current generation trend against the product of iteration times and the size of population, i.e. a “revised” scale unit since genetic algorithm applies a set of vectors in evolution. For the purpose of comparison, the vector amongst the initial generation corresponding to the smallest loss function will also be let equal to $\hat{\theta}_{ini}$. Regarding to mean-square-error (MSE), the parameter generated by our approach gives 0.941 which is much less than both 0.9755 contributed by genetic algorithm and 0.9773 by first-step simulated annealing.
Fig. 3. Trace of $V_N(\hat{\theta})$ in simulated annealing optimization for OE model (At the 1269th iteration, the search hops from local minimum basin into the global minimum one)

Fig. 4. Trace of $V_N(\hat{\theta})$ in genetic algorithm optimization for OE model

Table 1. Numerical Results between two methods for OE model

<table>
<thead>
<tr>
<th>Contents</th>
<th>$\theta_{ini}$</th>
<th>$\theta_{fin}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>SA with GS</td>
<td>0.23 1.367 0.513$^T$</td>
<td>1.011 − 1.395 0.487$^T$</td>
</tr>
<tr>
<td>SA</td>
<td>0.23 1.367 0.513$^T$</td>
<td>0.962 − 1.408 0.499$^T$</td>
</tr>
<tr>
<td>GA (best)</td>
<td>0.23 1.367 0.513$^T$</td>
<td>0.973 − 1.407 0.498$^T$</td>
</tr>
</tbody>
</table>

Next consider a high order BJ($A(q) = 1$) model in which

\[ B_0(q) = q^{-1} \]  \hspace{1cm} (17a)
\[ C_0(q) = 1 + 0.2q^{-1} \]  \hspace{1cm} (17b)
\[ D_0(q) = 1 + q^{-1} + 0.25q^{-2} \]  \hspace{1cm} (17c)
\[ F_0(q) = 1 − 1.4q^{-1} + 0.69q^{-3} − 0.24q^{-4} \]  \hspace{1cm} (17d)
\[ u(t) = (1 − 1.47q^{-2} + 0.72q^{-4} − 0.12q^{-6})v(t) \]  \hspace{1cm} (17e)

are given. Here $v(t)$ and $e(t)$ are both assumed once more to be white noise. From simulation, we know the system has its stationary-point filters as

\[ \hat{B}(q) = −0.3q^{-1} \]  \hspace{1cm} (18a)
\[ \hat{C}(q) = 1 + 0.25q^{-1} \]  \hspace{1cm} (18b)
\[ \hat{D}(q) = 1 + 0.17q^{-1} − 0.41q^{-2} \]  \hspace{1cm} (18c)
\[ \hat{F}(q) = 1 + 1.87q^{-1} + 1.25q^{-2} + 0.59q^{-3} + 0.24q^{-4} \]  \hspace{1cm} (18d)

Analogous to OE system case, the initial vector for simulated annealing is allocated with the local minimum point.

Again the trace of loss function $V_N(\hat{\theta})$ for both algorithms are shown individually in fig 5 and 6. For simulated annealing, dramatic droppings are observed at the 1269th and 679th iteration after the quasi-global-convergence from figure 3 and 5 respectively which means at this moment the search has hopped out the basin of local minimum. Jointly table 2 gives the numeric indices details. From the two diagrams, we get the MSE for the combined method is 1.2394 compared to 1.3213 by bare simulated annealing 1.4093 by genetic algorithm over a population of 2300.

Fig. 5. Trace of $V_N(\hat{\theta})$ in simulated annealing optimization for BJ model

Fig. 6. Trace of $V_N(\hat{\theta})$ in simulated annealing optimization for BJ model

Table 2. Numerical Results between two methods for BJ model

<table>
<thead>
<tr>
<th>Contents</th>
<th>$\theta_{ini}$</th>
<th>$\theta_{fin}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>SA with GS</td>
<td>[−0.3 0.2453 0.1656]$^T$</td>
<td>[1.0110 0.1088 0.8904]$^T$</td>
</tr>
<tr>
<td></td>
<td>−0.4099 1.8663 1.2470</td>
<td>0.1581 − 1.3940 − 0.0038$^T$</td>
</tr>
<tr>
<td></td>
<td>0.5933 0.2440</td>
<td>0.6856 − 0.2413$^T$</td>
</tr>
<tr>
<td>SA</td>
<td>[−0.3 0.2453 0.1656]</td>
<td>[1.0251 − 0.4453 0.3426]$^T$</td>
</tr>
<tr>
<td></td>
<td>−0.4099 1.8663 1.2470</td>
<td>−0.2562 − 1.3081 − 0.2279$^T$</td>
</tr>
<tr>
<td></td>
<td>0.5933 0.2440</td>
<td>0.9163 − 0.3319$^T$</td>
</tr>
<tr>
<td>GA</td>
<td>[−0.3 0.2453 0.1656]</td>
<td>[0.9646 − 0.5888 0.1637]$^T$</td>
</tr>
<tr>
<td></td>
<td>−0.4099 1.8663 1.2470</td>
<td>−0.3869 − 1.5138 0.3646$^T$</td>
</tr>
<tr>
<td></td>
<td>0.5933 0.2440</td>
<td>0.2717 − 0.0741$^T$</td>
</tr>
</tbody>
</table>

Result Analysis: As we define above, both curves start from the same $V_N(\hat{\theta})$. From the identification results, we could draw the conclusion that if the initial generation of vectors are all poorly located for genetic algorithm, simulated annealing is better than genetic algorithm regarding
to judge criterion MSE and computation effort in linear system identification.

4. NONLINEAR SYSTEM IDENTIFICATION

Nonlinear system identification has been of interest in scientific research and engineering area. It has been proved that a Volterra function provides a general expression for causal, nonlinear, time invariant systems[19]. In discrete time domain, a noise corrupted mth order Volterra series is conveyed as following[20]

\[
y(t) = e(t) + \sum_{k_1=0}^{\tau-1} g_1(k_1)u(t-k_1) + \sum_{k_1=0}^{\tau-1} \sum_{k_2=0}^{\tau-1} g_2(k_1, k_2)u(t-k_1)u(t-k_2) + \ldots
\]

\[
+ \sum_{k_1=0}^{\tau-1} \ldots \sum_{k_m=0}^{\tau-1} g_m(k_1, \ldots, k_m) \prod_{j=1}^{m} u(t-k_j) (19)
\]

where \( y(t) \), \( u(t) \) and \( e(t) \) are the output, input data and white noise respectively, \( \tau \) is the time delay. The kernels \( g_d(\ldots, k_1, \ldots, k, \ldots) \) are assumed to have the reciprocity property as

\[
g_d(\ldots, k_1, \ldots, k, \ldots) = g_d(\ldots, k_j, \ldots, k_1, \ldots) (20)
\]

which means \( k_i \) and \( k_j \) are interchangeable. Furthermore, (2) could also represent (19) after the denotation of \( \hat{\theta} = [\ldots g_d(k_1, \ldots, k_i, \ldots, k_j) \ldots]^T \) and \( \varphi(t) = [\ldots \prod_{i=1}^{d} u(t-k_i) \ldots]^T \) are established. Hence the relationship could be derived

\[
\frac{\partial V_N(\hat{\theta})}{\partial \theta} = \frac{1}{N} \sum_{t=1}^{N} e(t) \frac{\partial e(t)}{\partial \theta} = -\frac{1}{N} \sum_{t=1}^{N} e(t) \varphi(t) \quad (21)
\]

Example: consider the following Volterra expansion example

\[
y(t) = -0.64u(t) + 0.89u(t-1) - 0.95u(t-2) - 1.4u^2(t-1) + 1.06u(t-1)u(t-2) - 0.5u^3(t) + u^3(t-1) - 1.2u^2(t-2) + e(t) (22)
\]

In simulation, we assume the maximum time delay \( \tau = 5 \) and system order \( m = 3 \). The total number of kernels

\[
N = \sum_{j=1}^{m} \left( N + j - 1 \right) = 55
\]

is set to be equal with \( N \). The following evolution, insignificant kernel would be assigned to zero which will not go into next generation since its correlation coefficient does not pass the threshold test. However their theory is not suitable for our case because for simulated annealing there is only one initial. Hence we adopted the classic orthogonal search method[21]. Gram-Schmidt orthogonalization is continuously applied to the truncate Volterra to generate new orthogonal terms.

Then the corresponding coefficients of orthogonal terms are technically calculated to reduce the mean-square-error. Those elements causing the most remarkable reductions in the mean-square-error will be recognized as the candidates in the “unknown” nonlinear system. Their location in ascending order and other estimate details are recorded in Table 3. The MSE given by simulated annealing followed by gradient search is 0.9860 still less than 1.0074 by first-step simulated annealing and 0.9888 by genetic algorithm over a population of 1000.

![Fig. 7. The optimization of \( V_N(\hat{\theta}) \) by simulated annealing for nonlinear identification](image)

![Fig. 8. The optimization of \( V_N(\hat{\theta}) \) by genetic algorithm for nonlinear identification](image)

**Table 3. Numerical Results between two methods for nonlinear systems**

<table>
<thead>
<tr>
<th>Location</th>
<th>True Value</th>
<th>Initial</th>
<th>SA with GS</th>
<th>SA</th>
<th>GA</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-0.64</td>
<td>randn</td>
<td>-0.5921</td>
<td>-0.5824</td>
<td>-0.5382</td>
</tr>
<tr>
<td>2</td>
<td>0.89</td>
<td>randn</td>
<td>0.9332</td>
<td>0.9084</td>
<td>0.9185</td>
</tr>
<tr>
<td>3</td>
<td>-0.95</td>
<td>randn</td>
<td>-0.8934</td>
<td>-0.8522</td>
<td>-0.8804</td>
</tr>
<tr>
<td>11</td>
<td>-1.4</td>
<td>randn</td>
<td>-1.4000</td>
<td>-1.4422</td>
<td>-1.3958</td>
</tr>
<tr>
<td>12</td>
<td>1.06</td>
<td>randn</td>
<td>1.0882</td>
<td>1.069</td>
<td>1.089</td>
</tr>
<tr>
<td>21</td>
<td>-0.5</td>
<td>randn</td>
<td>-0.5020</td>
<td>-0.5002</td>
<td>-0.5136</td>
</tr>
<tr>
<td>36</td>
<td>1</td>
<td>randn</td>
<td>0.9884</td>
<td>0.9812</td>
<td>0.9926</td>
</tr>
<tr>
<td>46</td>
<td>-1.2</td>
<td>randn</td>
<td>-1.2115</td>
<td>-1.223</td>
<td>-1.2138</td>
</tr>
</tbody>
</table>

**Result Analysis:** In this particular nonlinear system identification, genetic algorithm is preferable than simulated annealing with respect to MSE while they almost reach the optima at the same iteration time(3e+004 and 3e2+004 accordingly). And the influence of gradient search
at the second stage seems not as remarkable as in the linear examples.

5. CONCLUSION AND FUTURE WORK

In this paper, simulated annealing followed by a normal gradient search is firstly employed to optimize the loss function \( V(\theta) \). From the simulation in section 3 and 4, we draw the conclusions as follows

(1). Simulated annealing is comparable with genetic algorithm in optimizing the loss function under relatively fair initial conditions.

(2). Simulated annealing adopts only one starting point rather than a relatively large population of initial vectors as in genetic algorithm. Hence the computation burden decreases.

(3). Hill-climbing movements which takes the search out from the basin of local minimum points into the vicinity of the global minimum point(true value) are allowed in simulated annealing.

(4). Simulated annealing is conceptually easy to manipulate compared to genetic algorithm.

(5). The second-step gradient search is necessary because it secures the final estimation accuracy by gradient search especially in linear system identification when our important assumption holds. Hence simulated annealing combined with gradient search could be used as a powerful algorithm in linear and nonlinear system identification. In future, we are looking forward to implement it in more complicated linear and nonlinear model cases.
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